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Linear Regression

Inputs (11 , 1
. , 2x)

h(x) = 00 + 0x , + -- + Our

Which attributes are significant ?
If hi is not "relevant" - expect Oi = O



Coefficient size indicates significance

Scales must be uniform

Advisable to normalize all attributes
-



Gradient descent.

ov-i

49
10= 1

We Oo+0,-- +Out Umform I works↑

ifi is normalized1
J = (h(a) -y)
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